Motivation for Moving Beyond PCI Express and DDR:
Architectural Impetus in Apple UMA and NVIDIA

Fabrics

Vincent Randal

January 21, 2026

Abstract
This document analyzes the architectural impetus that motivated Apple and NVIDIA

to move away from legacy buses such as PCI Express and legacy memory models such
as DDR/DDRS5 in favor of modern fabrics and memory systems. It examines Apple’s
Unified Memory Architecture (UMA) and NVIDIA’s three-tier product strategy includ-
ing discrete GPU, HGX OEM servers, and DGX GB200 NVL72 rack systems. The
document focuses on technical imperatives for improved bandwidth, reduced latency,
coherence, and scalability.

1 Introduction

Modern compute workloads, particularly in machine learning, graphics, and real-time media
processing, demand memory and interconnect systems that exceed the capabilities of legacy
PCI Express (PCle) and double-data-rate memory (DDR/DDR5). Both Apple and NVIDIA
have developed architectural approaches that replace or relegate these legacy technologies
in favor of systems that provide higher bandwidth, lower latency, and more coherent access
across processing elements.

2 Background: Legacy Interconnects and Memory

2.1 PCI Express

PCI Express is a packetized, lane-based serial interconnect architecture that provides host-
centric connectivity between CPUs and peripheral devices. Its design assumes a single host
(CPU) that enumerates, manages, and controls attached devices. PCle provides:

e Enumeration and device discovery
e DMA pathways for data transfer
e Interrupt and control semantics (MSI/MSI-X)

e Vendor-agnostic compatibility



2.2 DDR and DDR5 Memory

Double-data-rate memory (DDR, DDR2, DDR3, DDR4, DDR5) has been the mainstay of
system memory for decades. It provides a commodity interface with relatively high capacity,
but limited bandwidth per pin and non-coherent interfaces that require explicit software
management for multi-processor usage.

3 Apple Unified Memory Architecture (UMA)

Apple’s transition to Apple Silicon represented a break from the host-centric PCle + DDR
model toward a system-on-chip (SoC) that tightly integrates CPU, GPU, Neural Engine,
and I1/O controllers with a unified memory pool. Key points include:

3.1 SoC Integration

Apple Silicon integrates all major processing engines into a single SoC. This allows:
e Low latency access across compute units
e Fine-grained memory coherence
e Reduced need for data copies between CPU and GPU

Apple’s M4 Max architecture integrates CPU cores, GPU cores, and Neural Engine on
a single die with shared access to a unified LPDDR5X memory pool delivering 546 GB/s
aggregate bandwidth. Unlike discrete GPU systems where the CPU and GPU maintain
separate memory spaces requiring explicit transfers over PCle, all processing elements in
Apple Silicon can directly access the same physical memory without copiesE]

3.2 Unified Memory Pool

Apple’s UMA uses a unified pool of LPDDR5X class memory directly accessible by all engines
without DMA copies or explicit synchronization. This contrasts with legacy systems where
CPU and GPU each have separate memory and data must be transferred over PCle.

3.3 Performance Drivers

UMA provides:
e Increased effective bandwidth by eliminating CPU-to-GPU transfers over PCle
e Lower latency due to elimination of bus crossing

e Simplified programming model

1See Apple’s M4 technical overview at https://www.apple.com/apple-silicon/ for detailed architec-
ture diagrams.


https://www.apple.com/apple-silicon/

4 NVIDIA Three-Tier Strategy and Memory Fabrics

NVIDIA’s product evolution demonstrates the diminishing role of PCle and DDR in high-
performance Al compute.

4.1 Tier 1: Discrete PCle GPU Cards

At the entry level, NVIDIA offers PCle-based GPU cards such as the RTX Pro 6000 Black-
well. These provide high compute and HBM memory on board, but the PCle link remains
the host interface.

4.2 Tier 2: HGX OEM Servers

OEMs such as Supermicro and Dell build servers around NVIDIA’s HGX baseboards that
host multiple GPUs (typically 4-8) with NVLink and NVSwitch fabrics between them. The
baseboard connects to an x86 host via PCle. In this tier:

e GPU-to-GPU communication uses NVLink/NVSwitch
e PC(le persists for CPU-to-baseboard control and management

e HBM replaces traditional DDR/DDR5 for GPU memory

4.3 Tier 3: NVIDIA DGX GB200 NVL72
At the highest tier, NVIDIA’s DGX GB200 NVL72 integrates:
e Grace CPUs with NVLink-C2C coherent links
e Large arrays of GPUs connected via NVLink/NVSwitch fabrics

e Minimal reliance on PCle for the primary data plane; PCle persists mainly for boot
and commodity peripherals

The DGX GB200 NVL72 system represents NVIDIA’s rack-scale NVLink fabric imple-
mentation, connecting 72 Blackwell GPUs in a single coherent domain via NVSwitch inter-
connects. In this architecture, PCle is relegated primarily to boot and peripheral functions

while the primary data plane operates entirely over NVLink fabric with aggregate bisection
bandwidth exceeding 130 TB/s ]

4.4 High Bandwidth Memory (HBM)

HBM architectures place wide, stacked memory close to the GPU die, providing an order of
magnitude more bandwidth than DDR/DDRS5:

e Decreased pin count per unit bandwidth

2See NVIDIA’s GB200 NVL72 platform documentation at https://www.nvidia.com/en-us/
data-center/gb200-nv172/| for detailed topology diagrams.
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e Lower power per bit transferred

e High concurrency for parallel workloads

5 Why Move Beyond PCle and DDR5?

5.1 Bandwidth and Latency Limits

PCle bandwidth scales slowly compared to the needs of modern GPUs and Al accelerators.
DDRb5 memory bandwidth is similarly constrained versus HBM.

5.2 Coherence and Programmability

UMA and NVLink provide coherent memory spaces across heterogeneous engines, simplifying
data sharing without explicit software copies.

5.3 Scaling and Fabric Integration

As systems scale from single devices to rack-scale fabrics, bus protocols that assume a single
host become bottlenecks. Modern fabrics provide:

e Scalable topologies (mesh, torus, crossbar)
e Coherent cross-node memory

e High aggregate throughput

5.4 Bandwidth Comparison
The table below illustrates the dramatic bandwidth gaps that drive the architectural shift:

6 Conclusion

Apple and NVIDIA have each demonstrated that legacy host-centric interconnects (PCI Ex-
press) and commodity memory interfaces (DDR/DDR5) are structurally mismatched to the
bandwidth, latency, coherence, and scaling demands of modern AI, graphics, and heteroge-
neous workloads. Apple’s Unified Memory Architecture eliminates the traditional CPU-GPU
memory dichotomy entirely through tight SoC integration and proximity memory. NVIDIA’s
progressive tiered strategy—ifrom discrete PCle cards to HGX multi-GPU baseboards to
fully fabric-native DGX GB200 NVL72 racks—shows a clear trajectory: PCle and DDR
are retained for compatibility and lower tiers but are increasingly relegated to control-plane
and boot roles as performance-critical data movement shifts to high-radix, coherent fabrics
(NVLink/NVSwitch) and on-package proximity memory (HBM).

While future iterations such as PCle Gen7 will double bidirectional bandwidth to approx-
imately 512 GB/s, the fundamental host-centric nature of the protocol continues to impose



Table 1: Approximate Peak Bandwidth Comparison (2025-2026 Technologies)

Technology Type Peak BW  Notes
PCle Genb6 x16 Bidirectional —~256 Host-peripheral link
GB/s

DDR5 (server) System ~50-100 Multi-ch: ~400-800
memory GB/s GB/s

Apple M4 Max Unified ~546 On-package, coher-
LPDDR5X GB/s ent

Apple M4 Pro Unified ~273 Mid-tier SoC
LPDDR5X  GB/s

NVIDIA HBM3e On-package  ~8 TB/s Stacked, high-

concurrency

NVLink (per GPU) GPU-to- ~1.8 TB/s Direct low-latency
GPU

GB200 NVL72 Rack aggre- ~130 72-GPU coherent do-
gate TB/s main

T Per-GPU unless noted as aggregate (e.g., rack-scale).

serialization and coherence overheads absent in native fabrics. This transition is not incre-
mental optimization; it is architecturally inevitable. At Al scale—trillion-parameter models,
massive-batch training, real-time inference across heterogeneous engines—only fabric-native
coherence and orders-of-magnitude higher memory bandwidth can sustain efficiency and
programmability. The host-centric bus model, born in an era of single-CPU dominance, has
reached its structural limit.
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